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Abstract- Complex arithmetic operations are widely used in Digital Signal Processing (DSP) applications. In 

this work, we focus on optimizing the design of the fused Add-Multiply (FAM) operator for increasing 

performance. We investigate techniques to implement the direct recoding of the sum of two numbers in its 

Modified Booth (MB) form. We introduce a structured and efficient recoding technique and explore three 

different schemes by incorporating them in FAM designs. Comparing them with the FAM designs which use 

existing recoding schemes, the proposed technique yields considerable reductions in terms of critical delay, 

hardware complexity and power consumption of the FAM unit. This paper aims at additional reduction of 

latency and area of the Wallace tree multiplier. This is accomplished by the use of Booth algorithm and 

compressor adders. The coding is done in Verilog HDL and synthesized for Xilinx Virtex 6 FPGA device. 
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1. INTRODUCTION 

 
A multitude of various multiplier architectures have 

been published in the literature, during the past few 

decades. The multiplier is one of the key hardware 

blocks in most of the digital and high performance 

systems such as digital signal processors and 

microprocessors. With the recent advances in 

technology, many researchers have worked on the 

design of increasingly more efficient multipliers. 

They aim at offering higher speed and lower power 

consumption even while occupying reduced silicon 

area. This makes them compatible for various 

complex and portable VLSI circuit 

implementations [2].However, the fact remains that 

the area and speed are two conflicting performance 

constraints. Hence, innovating increased speed 

always results in larger area. The proposed 

architecture enhances the speed performance of the 

widely acknowledged Wallace tree multiplier when 

implemented on a FPGA. The structural 

optimization is performed on the conventional 

Wallace multiplier, in such a way that the latency 

of the total circuit reduces considerably. The 

conventional Wallace tree multiplier architecture 

comprises of an AND array for computing the 

partial products, a carry save adder for adding the 

partial products so obtained and a carry propagate 

adder in the final stage of addition. In the proposed 

architecture, partial product generation and 

reduction is accomplished by the use of Booth 

recoding algorithm, 3:2, 4:2,and 5:2 compressor 

structures. Modern consumer electronics make 

extensive use of Digital Signal Processing (DSP) 

providing custom accelerators for the domains of 

multimedia, communications etc. Typical DSP 

applications carry out a large number of arithmetic 

operations as their implementation is based on 

computationally intensive kernels, such as Fast 

Fourier Transform (FFT), Discrete Cosine 

Transform (DCT), Finite Impulse Response (FIR) 

filters and signals’ convolution. As expected, the 

performance1 of DSP systems is inherently 

affected by decisions on their design regarding the 

allocation and the architecture of arithmetic units. 

Recent research activities in the field of arithmetic 

optimization [1], [2] have shown that the design of 

arithmetic components combining operations which 

share data, can lead to significant performance 

improvements. Based on the observation that an 

addition can often be subsequent to a multiplication 

(e.g., in symmetric FIR filters), the Multiply-

Accumulator (MAC) and Multiply-Add (MAD) 

units were introduced [3] leading to more efficient 

implementations of DSP algorithms compared to 

the conventional ones, which use only primitive 

resources [4]. Several architectures have been 

proposed to optimize the performance of the MAC 

operation in terms of area occupation, critical path 

delay or power consumption [5]–[7]. As noted in 

[8], MAC components increase the flexibility of 

DSP data path synthesis as a large set of arithmetic 

operations can be efficiently mapped onto them. 

Except the MAC/MAD operations, many DSP 
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applications are based on Add-Multiply (AM) 

operations (e.g., FFT algorithm [9]). The 

straightforward design of the AM unit, by first 

allocating an adder and then driving its output to 

the input of a multiplier, increases significantly 

both area and critical path delay of the circuit. 

Targeting an optimized design of AM operators, 

fusion techniques [10]–[13], [23] are employed 

based on the direct recoding of the sum of two 

numbers (equivalently a number in carry-save 

representation [14]) in its Modified Booth (MB) 

form [15]. Thus, the carry-propagate (or carry-

look-ahead) adder [16] of the conventional AM 

design is eliminated resulting in considerable gains 

of performance. Lyu and Matula [10] presented a 

signed bit MB recoder which transforms redundant 

binary inputs to their MB recoding form. A special 

expansion of the preprocessing step of the recoder 

is needed in order to handle operands in carry-save 

representation. In [12], the author proposes a two-

stage recoder which converts a number in carry-

save form to its MB representation. The first stage 

transforms the carry-save form of the input number 

into signed-digit form which is then recoded in the 

second stage so that it matches the form that the 

MB digits request. Recently, the technique of [12] 

has been used for the design of high performance 

flexible coprocessor architectures targeting the 

computationally intensive DSP applications [17].  

 

Zimmermann and Tran [13] present an optimized 

design of [10] which results in improvements in 

both area and critical path. In [23], the authors 

propose the recoding of a redundant input from its 

carry-save form to the corresponding borrow-save 

form keeping the critical path of the multiplication 

operation fixed. Although the direct recoding of the 

sum of two numbers in its MB form leads to a more 

efficient implementation of the fused Add-Multiply 

(FAM) unit compared to the conventional one, 

existing recoding schemes are based on complex 

manipulations in bit-level, which are implemented 

by dedicated circuits in gate-level. This work 

focuses on the efficient design of FAM operators, 

targeting the optimization of the recoding scheme 

for direct shaping of the MB form of the sum of 

two numbers (Sum to MB – S-MB). More 

specifically, we propose a new recoding technique 

which decreases the critical path delay and reduces 

area and power consumption. The proposed S-MB 

algorithm is structured, simple and can be easily 

modified in order to be applied either in signed (in 

2’s complement representation) or unsigned 

numbers, which comprise of odd or even number of 

bits. We explore three alternative schemes of the 

proposed S-MB approach using conventional and 

signed-bit Full Adders (FAs) and Half Adders 

(HAs) as building blocks. 

 

We evaluated the performance of the proposed S-

MB technique by comparing its three different 

schemes with the state-of the art recoding 

techniques [12], [13], [23]. Industrial tools for RTL 

synthesis [18] and power estimation [19] have been 

used to provide accurate measurements of area 

utilization, critical path delay and power dissipation 

regarding various bit-widths of the input numbers. 

We show that the adoption of the proposed 

recoding technique delivers optimized solutions for 

the FAM design enabling the targeted operator to 

be timing functional (no timing violations) for a 

larger range of frequencies. Also, under the same 

timing constraints, the proposed designs deliver 

improvements in both area occupation and power 

consumption, thus outperforming the existing S-MB 

recoding solutions. 

2. EXISTING STRUCTURE 

 
To generate and reduce the number of partial 

products of multiplier, modified Booth Algorithm 

has been used, In the modified Booth Algorithm, 

multiplier has been divided in groups of 4 bits and 

each groups of 4 bits have been operational 

according to modified Booth Algorithm for 

generation of partial products 0, ±1A, ±1A, ±2A, 

±2A, ±3A, ±3A, ±4A. [2] These partial products 

are summed using compressors in structure of 

Wallace Tree. [1] In radix-8 Booth Algorithm, 

multiplier operand B is Partitioned into 11 groups 

having each group of 4 bits. In first group, first bit 

is taken zero and other bits are least significant 

three bit of multiplier operand. In second group, 

first bit is most significant bit of first group and 

other bits are next three bit of multiplier operand. 

In third group, first bit is most significant bit of 

second group and other bits are next three bits of 

multiplier operand. This process is carried on. For 

each group, Partial product is generated using 

multiplicand operand A. For n bit multiplier there 

is n/3 or [n/3 + 1] groups and partial products in 

proposed modified Booth Algorithm radix-8. Table 

I shows the algorithm of radix-8 proposed 

architecture. Here we need to increment the shift 

value by 3 after each step. Y is the multiplicand. 

We can also reduce the number of partial products 

using a higher radix (radix-16) in the multiplier 

recoding; its operation table is shown below, 

thereby obtaining a simpler Wallace tree. This 

implies a less delay through the compressors and a 

smaller active area size. In the other hand, we will 

need some multiples of the multiplicand which are 

not immediately available, but are generated by a 

previous adder, making worse the overall 

multiplication time. 
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Fig. 1 Existing architecture 

 

3. FAM IMPLEMENTATION 

 

Fig.2 AM operator based on the (a) conventional 

design and (b) fused design with direct recoding 

of the sum of A and B in its MB representation. 

The multiplier is a basic parallel multiplier 

based on the MB algorithm. The terms CT, CSA 

Tree and CLA Adder are referred to the 

Correction Term, the Carry-Save Adder Tree 

and the final Carry-Look-Ahead Adder of the 

multiplier. 

 

 
Fig. 3 (a) Boolean equations and (b) gate-level 

schematic for the implementation of the MB 

encoding signals 

 
Fig. 4 Generation of the i

th
 bit Pji of the partial 

product PPj for the conventional MB multiplier 

 

In the FAM design presented in Fig. 2(b), the 

multiplier is a parallel one based on the MB 

algorithm. Let us consider the product X.Y. Both X 

and Y consist of n=2k bits and are in 2’s 

complement form. 

 
The generation of the i-th bit Pj,i of the partial 

product PPj is based on the next logical expression 

while Fig. 4 illustrates its implementation at gate 

level [20], [24]: 

 
After the partial products are generated, they are 

added, properly weighted, through a Wallace 

Carry-Save Adder (CSA) tree [21] along with the 

Correction Term (CT) which is given by the 

following equations: 

 

4. SUM TO MODIFIED BOOTH RECODING 

TECHNIQUE (S-MB) 

 

4.1 Defining Signed-Bit Full Adders and Half 

Adders for Structured Signed Arithmetic 
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In S-MB recoding technique, we recode the sum of 

two consecutive bits of the input A with two 

consecutive bits of the input B into one MB digit 

yj^MB. As we observe from (2), three bits are 

included in forming a MB digit. The most 

significant of them is negatively weighted while he 

two least significant of them has positive weight. 

Consequently, in order to transform the two 

aforementioned pairs of bits in MB form we need 

to use signed-bit arithmetic. For this purpose, we 

develop a set of bit-level signed Half Adders (HA) 

and Full Adders (FA) considering their inputs and 

outputs to be signed. 

 
Fig. 5 Boolean equations and schematics for 

signed (a) HA* and (b) HA** 

 
Fig. 6 Boolean equations and schematics for 

signed (a) FA* and (b) FA** 
 

4.2 Proposed S-MB Recoding Technique 

 

We use both conventional and signed HAs and FAs 

in order to design and explore three new alternative 

schemes of the S-MB recoding technique. Each of 

the three schemes can be easily applied in either 

signed (2’s complement representation) or 

unsigned numbers which consist of odd or even 

number of bits. 

1) S-MB1 Recoding Scheme: The first 

scheme of the proposed recoding 

technique is referred as S-MB1 and is 

illustrated in detail in Fig. 6 for both even 

(Fig. 6(a)) and odd (Fig. 6(b)) bit-width of 

input numbers. As can be seen in Fig. 6, 

the sum of and is given by the next 

relation: 

 

 
Fig. 7 S-MB1 recoding scheme for (a) even and 

(b) odd number of bits 

 
The critical path delay of S-MB1 recoding scheme 

(Fig. 7) is constant in respect to the input bit-width 

and is given by the equation: 
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2) S-MB2 Recoding Scheme: The second 

approach of the proposed recoding 

technique, S-MB2, is described in Fig. 7 

for even (Fig. 8(a)) and odd (Fig. 8(b)) bit-

width of input numbers. We consider the 

initial values C0,1=0 and C0,2=0. 

 

The critical path delay of S-MB2 recoding scheme 

is calculated as follows: 

 

 
Fig. 8 S-MB2 recoding scheme for (a) even and 

(b) odd number of bits 

3) S-MB3 Recoding Scheme: The third 

scheme implementing the proposed 

recoding technique is S-MB3. It is 

illustrated in detail in Fig. 9 for even (Fig. 

9(a)) and odd (Fig. 9(b)) bit-width of input 

numbers. 
 

 
Fig. 9 S-MB3 recoding scheme for (a) even and 

(b) odd number of bits 

The critical path delay of S-MB3 recoding scheme 

is calculated as follows: 

 
4) Unsigned Input Numbers: In case that the 

input numbers A and B are unsigned, their 

most significant bits are positively signed. 

Figs. 10–12 present the modifications that 

we have to make in all S-MB schemes for 

both cases of even (the two most 

significant digits change) and odd (only 

the most significant digit change) bit-

width of and , regarding the signs of the 

most significant bits of A and B. The basic 

recoding block in all schemes remains 

unchanged. 
 

 
Fig. 10 Implementation of the MSD of the S-

MB1 recoding scheme in case of unsigned input 

numbers for (a) even and (b) odd bit-width 
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Fig. 11 Implementation of the MSD of the S-

MB2 recoding scheme in case of unsigned input 

numbers for (a) even and (b) odd bit-width 

 
Fig. 12 Implementation of the MSD of the S-

MB3 recoding scheme in case of unsigned input 

numbers for (a) even and (b) odd bit-width 

The Multiplier-Accumulator (MAC) operation is 

the key operation not only in DSP applications but 

also in multimedia information processing and 

various other applications. As mentioned above, 

MAC unit consist of multiplier, adder and 

register/accumulator. In this paper, we used 8 bit 

modified booth S-MB multiplier. The MAC inputs 

are obtained from the memory location and given 

to the multiplier block. This will be useful in 8 bit 

digital signal processor. The input which is being 

fed from the memory location is 8 bit. When the 

input is given to the multiplier it starts computing 

value for the given 8 bit input and hence the output 

will be 8 bits. The multiplier output is given as the 

input to carry save adder which performs addition. 

5. SIMULATION RESULTS 

In Figs. 13 and 14 we present a comparison among 

all FAM designs, in terms of area and power 

consumption respectively, for even bit-width. For 

each case that we explored, we focus on the lowest 

clock period where all FAM designs are 

synthesized. 

 
Fig. 13 Area comparison for even bit-width with 

all values normalized to the corresponding ones 

of [12] 

 
Fig. 14 Power comparison for even bit-width 

with all values normalized to the corresponding 

ones of [12] 

 
 

Fig. 15 S-MB1 even multiplication waveform 

 

 
 

Fig. 16 S-MB1 odd multiplication waveform 

 

 
 

Fig. 17 S-MB2 even multiplication waveform 
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Fig. 18 S-MB2 odd multiplication waveform 

 
Fig. 19 S-MB3 even multiplication waveform 

 
Fig. 20 S-MB3 odd multiplication waveform 

 
Fig. 21 Mac output waveform 

5. CONCLUSION 

This paper focuses on optimizing the design of the 

Fused-Add Multiply (FAM) operator. We propose 

a structured technique for the direct recoding of the 

sum of two numbers to its MB form. We explore 

three alternative designs of the proposed S-MB 

recoder and compare them to the existing ones 

[12], [13] and [23]. The proposed recoding 

schemes, when they are incorporated in FAM 

designs, yield considerable performance 

improvements in comparison with the most 

efficient recoding schemes found in literature. 

Hence a design of high performance 16 bit 

Multiplier-and-Accumulator (MAC) is 

implemented in this paper. 
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